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Agenda

•   Defect prediction overview 
 

•   Problem description and Literature Survey 
 

•   Imbalanced dataset challenges 
 

•   Methodology 
 

•   Explainable AI using LIME 
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Defects overview

Customer satisfaction 
Market share, test coverage

Decrease in 

       Operating cost
Delay in schedule

Increase in
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What is defect prediction?
Machine learning 

algorithm
Defect Prediction 

model
List of software modules, and past 

performance statistics

New software modules Prediction of faulty or 
non-faulty moduleDefect Prediction 

model
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Use cases and challenges of defect prediction

L
•   Imbalanced datasets 
  
•   Limited documentation 
 
•   Lacking explanation of algorithm 
 
•   Applying generic model 
 
•   Availability of publicly available  
datasets 

• Software test planning 
 
• Automated testing need 
identification 
         
• Continuous testing 
 
• Software reliability assessment 
 
• Software maintenance 

Use Cases Challenges
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Literature Review
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Dataset description
NASA Metrics Data Program defect data sets 
http://promise.site.uottawa.ca/SERepository  
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Dataset description
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Feature Engineering
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Feature Engineering
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Feature Engineering
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 Class Imbalance and SMOTE
SMOTE - Synthetic minority 
oversampling technique [Chawla et. al] 
 
Combination of  
.Oversampling of minority class 
. Random underdamping of the   
majority class 
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Balancing data with SMOTE
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Naïve Bayes algorithm

t is a classification technique based on Bayes’ Theorem with an 
assumption of independence among predictors: 
 
P(c|x) = (P(x|c) * P(c)) / P(x) 
 
Where P(c|x) stands for Posterior Probability   
(P(x|c) -> Likelihood 
P(c) -> Class prior probability 
P(X) -> Predictor prior probability 
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SVM: Support vector machine is a supervised machine learning  
algorithm which defines a hyperplane which can split the data  
in the most optimal way such that there is a wine margin among  
the hyperplane and the observations. 
 
Adaboost Classifier: AdaBoost classifier is an estimator that  
begins by fitting a classifier on the original dataset and then fits  
additional copies of the classifier on the same dataset 
 

SVM and Adaboost classifier
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Feed Forward Neural 

A general version of the neural network is called Feed 
Forward Neural Network  
is basically a collection of neurons.  
Each of these neurons or layers are vertically concatenated. 
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Evaluation strategy
Accuracy
Precision
Recall

FI Score

AUC score

Confusion Matrix

Precision = True Positive / (True Positive + False Positive) 
Recall = True Positive / (True Positive + False Negative) 

F1 score = 2 *( (Precision*Recall)/(Precision+Recall)) 
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ROC curve comparison
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Result comparison-SVM model
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Result comparison (continued)
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Result from Feed Forward Neural Network
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Explainable AI and LIME

Local Interpretable Model-Agnostic Explanations (LIME) which 
unpack and understand the inner correlations and innerworkings of 
what would normally be considered a “black box” model. 
AI Explanation technique that explains the predictions of any 
classifier in an  
interpretable and faithful manner, by learning an interpretable 
model locally around the prediction. 

Need for : 
. Transparency 
. Auditability

Page 22



Explain ability of the predicted value
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Lime
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Conclusion and future work

Integrate defect prediction algorithm with 
continuous testing 

 
Apply the same technique in other datasets 

Performance tuning
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Thank you and 
questions?
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